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Abstract

The advent of the sixth Android version brought a significant security and privacy advancement to its users. The platform’s security model has changed dramatically, allowing users to grant or deny access to resources when requested by applications during run-time. This improvement changed the traditional coarse-grained permission system and it was anticipated for a long time by privacy-aware users. In this paper, we present a pilot study that aims to analyze how Android users adapted to the run-time permission model. We gathered anonymous data from 52 participants, who downloaded an application we developed and answered questions related to the run-time permission model. Their answers suggest that most of them positively accepted the new model. We also collected data that describe users’ permission settings for each installed application on their devices. Our analysis shows that individuals make consistent choices regarding the resources they allow to various applications to access. In addition, the results of this pilot study showcase that on a second data collection round (occurred one month after the first phase of our experiments), 50% of the respondents did not change a single permission on their devices and only 2.26% of installed applications (on average) presented altered permission settings.
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1. Introduction

When Android Developers released the Developers Preview of the Marshmallow version (v6.0) during summer 2015, a major change at the permission system was introduced; the sixth version initiated the run-time permission model. The previous versions are listing at instalation time the resources that the application to be installed is going to utilize. After reviewing the requested permissions (which were presented as groups, e.g. Contacts) the user can choose to accept or deny the installation. This binary model (accept-reject) has been criticized at the past as being ineffective to provide meaningful information about the way the application to be installed will affect user’s privacy [1,2]. In addition, it limits users’ ability to manage the applications’ accessibility to their private data. Therefore, the transition from this model to a new one, that would allow users to control the resources that applications were allowed to use (following the iOS paradigm) was anticipated for a long time.

The run-time permission model (aka ask-on-first-use (AOFU) [3]) is based on the principle of least privilege and assumes that applications will be able to function at a basic level, even if the users do not provide access to resources that might affect their privacy. Therefore, applications designed to adhere to this model must request access to sensitive resources during run-time. These actions will (in theory) keep users informed about what an application is trying to do in the background and will provide limited contextual information [4].

According to the official documentation for Android Developers [1], there are two basic categories of
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permissions; normal and dangerous. The documentation notes that the system automatically grants access to resources that applications requested via normal permissions, because access to these resources is considered to be of low risk. On the other hand, if an application needs to access users’ private information, or other sensitive data stored on the device, then the associated permissions with these actions are considered as dangerous. Hence, applications designed to function properly under the AOFU permission model, need to request user’s permission during run-time, in order to access sensitive information. Therefore, it lies with the users’ discretion if they will accept or deny access to sensitive resources. Additionally, Android users are able to revoke access to resources via the Settings application under this model. Currently, there exist nine groups of dangerous permissions: Calendar, Camera, Contacts, Location, Microphone, Phone, Sensors, SMS, Storage.

Recent research work indicated that permission requests are vital in terms of conducting resource usage risk assessment and identifying malicious behaviors [5]. Permission requests are also used to assess the app’s quality and installation risk, based on patterns identified in high-reputation applications in the Android market place [6]. Therefore, app permissions play a major role in users’ privacy and security. The fact that the number of decisions that smartphone users must make (regarding the acceptance of these permissions) can be unrealistically high [7], urged researchers lately to propose automated permission recommendation schemes. Some systems use crowdsourcing methods [8] and others employ machine learning models that incorporate contextual information aiming to predict users’ privacy decisions [3]. In order to achieve that, Wijesekera et al. [3] used modified versions of the Android operating system to acquire application usage data and the Experience Sampling Method (ESM) [9] to collect ground truth data about users’ privacy preferences. Additionally, Liu et al. [7] deployed rooted devices which were modified and enhanced with the Android permission manager “Apps Ops” [2, 10]. Hence, prior work was based on experiments conducted with modified devices, specifically instrumented to gather privacy related data.

Knowing that under the coarse-grained permission model, users are not allowed to intervene with the access control system (since applications can access all resources on a mobile device after the installation process), we investigate in this paper how Android users adjusted their privacy preferences under the fine-grained run-time permission model (AOFU). We consider the following questions in this pilot study. a) Which are the sensitive resources Android users allow more often to be accessed on their phones? b) Are they strict or selective when applications request access to specific sensitive data? c) Do they make consistent choices when they grant or deny access to these resources? d) Are these choices time persistent?

To this end, this paper presents the results of a pilot study that assesses users’ adaptation to the Android run-time permission model. For the needs of this study we developed and distributed an application at the official Android marketplace (Google Play) aiming to collect anonymous data related to the permissions that were granted (or denied) by users at that time (‘Permissions snapshot’). We did not monitor users’ actions for a long time because we assumed that this choice would discourage many people to voluntarily download the app and participate to the study. This is a different approach from prior work [3, 4, 7] as we aim to gather permission information from devices that were actually used by participants in their daily lives and were not running a modified version of the operating system. Our data collection method is not intrusive or pervasive and does not introduce biases related with asking security and privacy questions (privacy nudges). Thus, we chose to obtain snapshots of the permission settings from the participants’ devices. Our application collected permission data twice (in an one-month period) and only when the users were informed and agreed to provide them, according to the ethics approval agreement. The aim of our pilot study is to examine users’ perceptions of the provided security and privacy, and at the same time, to investigate how Android users adapted to the AOFU permission model. This work studies and presents security and privacy preferences of Android users of the fine-grained permission model. The contributions of this paper are the following:

- We collected data derived from devices that were running the Android Marshmallow operating system, hence the permission data came from a sample of 52 participants who were ac-

\[\text{This is an extended version of our work [11] presented on December 2016 at the 8th IEEE International Workshop on Information Forensics and Security (WIFS) 2016.}\]
We present comparative views of users’ permissions settings and other privacy preferences associated to the use of popular social media. Moreover, we showcase which sensitive resources were used from our participants more frequently.

We demonstrate that our participants presented a consistent behavior regarding the resources they allow to be accessed by social media and communication applications. Furthermore, this pilot study shows that the granted permissions to installed applications from the same participants after a period of one month were not dramatically altered. This result verifies similar findings presented recently [7].

The rest of this paper is organized as follows. The next section discusses the methodology we used to derive data and reconstruct permission settings for each participant. Section 3 presents the acquired results focusing at the beginning on the survey answers; then it analyzes our findings from the collected permission data. In section 4 we discuss limitations of our study, proposing at the same time directions for future work. We review related work in section 5 and conclude this paper in section 6.

2. Methodology

This section presents the methodology we used to collect and analyze data. Data collection was carried out in two phases using an application we developed, which was distributed via the official Android marketplace (Google Play) following the example of other recent research works [12]. The application, named “Permissions Snapshot”, initially served as a survey instrument, but it also collected anonymous permission data from the devices that were using it. The participants needed to download the application on their devices, answer six multiple choice questions about their experience with the run-time permission model and then send permission data to our server. At the second phase (after a period of one month) the same participants were asked to send permission data again, as explained in more details in the following section. Before we distribute the application on Google Play and publicize it, we obtained approval to proceed with this project from the UCL Ethics Committee (Project ID Number: 8945/001).

2.1. Survey and Questionnaire Design

The application we developed targeted Android Marshmallow users (SDK 23+) and could not be installed on devices that run an older version of the operating system (OS). This means that the collected data came from participants who were already familiar with the sixth Android version (Marshmallow). During the data collection period (June - August 2016), the most modern version of the OS was the sixth; however, the seventh version (‘Nougat’) was released as a “Developers Preview” version.

Our application did not collect personal information apart from the package names of the installed applications on the device and the requested permissions. The participants were informed about this action after reading the ‘Information Sheet’, which was provided at the ‘Description’ section of the installation page on Google Play. The ‘Information Sheet’ was also shown when the application was launched by the user. “Permissions snapshot” did not collect application usage data because that would entail additional effort from users to turn on the usage statistics feature on their phones. This action cannot occur automatically or programmatically on modern Android versions. We chose to refrain from engaging users in this action, having in mind that the participants (volunteers) could be discouraged by any additional complexity, or even worse, become sceptical about their involvement with the study and, therefore, quit before answering any questions.

In order to avoid duplicate entries from participants (and devices), “Permission Snapshots” requested from the system (during run-time) to get the ANDROID_ID of the device[4]. This number was used by our application to compute and return a hashed value that could be used from us to maintain users’ anonymity and, at the same time, identify possible duplicate entries during analysis. Before releasing the data to the public, we replaced these hexadecimal strings with random numbers to further anonymize them.

---

[3] The anonymized dataset can be found online at the following address: http://dx.doi.org/10.14324/000.ds.1520825

[4] The ANDROID_ID is a hexadecimal number granted by the system, which uniquely distinguishes devices.
Next, we discuss how participants were interacting with our application. At the first phase, when users launched the application, they had to read the ‘Information Sheet’ which described the aim of the study and the steps that would follow. Participants had to tap on a check box to indicate they gave their consent to share anonymous data and participate to the study. The users were always informed about the current and the next step of the process via short texts provided by the application (see figure 1a). After users agreed to provide their consent to share anonymous data, the application received detailed information about the permissions that the system granted (or not) for each installed application at that specific time. In order to achieve that, our application utilized the PackageManager class and received data via its getPackageInfo public method. This was an instant procedure on contemporary devices.

After permission data were stored locally on the device, the user was able to participate to the survey. Initially we gathered basic demographic data, as figure 1b demonstrates. Then the participants had to answer six multiple choice questions (by clicking on radio buttons). Each question was presented on a single activity and the user had to click the ‘Next’ button to proceed with the next question. It should be noted that all questions had predefined answers in order to make analysis easier for us and distinguish participants who were just skipping questions by clicking the ‘Next’ button. When the six questions were answered, the participants sent the responses (along with the demographic and the permissions data) to our server by clicking a button. Respondents were able to withdraw and uninstall the app any time, before they send their data to the server. At the final step of the first phase, the application showed to the participant a short tutorial that discussed the changes at the permission model (figure 1c). Our application’s users were told that they could uninstall it at that phase. However, we suggested them to keep the application on their devices, because they would have the chance to participate to the survey again in the near future.

The questionnaire should be short and simple, because according to [13], these types of questionnaires usually attract higher response rates than long and complex ones. Also, we needed the completion of the survey to be an effortless and pleasant process, given that our participants would volunteer to provide responses. We chose closed format questions because they are easy to fill in. Moreover, it would be easier for users to click on radio buttons instead of typing answers to open questions on their phones. The questions had predefined answers to assist us clean up the data from responses coming from users that where just clicking the “Next” button without reading the questions. However, we did not include verifier questions because the questionnaire was short and we did not want to confuse or disorient the user by asking again the same question. We ensured that questions were easily readable on the majority of devices using facilities.
provided by the Android Studio (an integrated development environment for Android developers).

When designing the questionnaire, we followed the conventional wisdom which contains advice about how to optimize question order [14]. We ordered the questions according to the following logic: Early questions should be easy and pleasant to answer [15], and questions on the same topic should proceed from general to specific [14, 16]. Hence, participants were first asked how long they were using the current OS version and then if they had noticed the permission model change. Then we asked the respondents if they believed that the aforementioned change affected positively their ability to manage shared data. With the following two questions (number 4 and 5) we intended to see the users’ familiarity with the new model and if popup messages, appearing during run-time, were causing fatigue [17]. Finally, with the last question we intended to validate that users prefer fine-grained permission models as proposed in [18]. The questions are as follows:

1. How long have you been using the current version of the Android operating system? (Android Marshmallow or version 6.0+)
   
   Offered answers: a) 0 - 6 months, b) 7 - 12 months, c) More that 1 year, d) Don’t Know.

2. Have you noticed any changes at the current app permission model, compared to the previous versions of the operating system? (For example, have you ever seen any messages from any app that asks to give it your permission in order to access specific resources, e.g. the Camera?)
   
   Offered answers: a) Yes, b) No, c) Don’t Know.

3. Do you think that now you have more control as a user on the personal data you share? (E.g. Contact list, SMS, etc.)
   
   Offered answers: a) Yes, b) No, c) Don’t Know.

4. Please state if the following quote is Correct or Wrong, or choose “Don’t Know” if you are not sure. “I can revoke or grant any app permissions anytime from the Settings app of my device.”
   
   Offered answers: a) Correct, b) Wrong, c) Don’t Know.

5. Please state if you Agree or Disagree with the following quote. “I believe that the new runtime permission model is irritating because it asks me too many questions during running time (such as: Allow APP to take pictures and record video?).”
   
   Offered answers: a) I Agree, b) I Disagree.

6. If you have used older versions of the Android operating system (e.g. if this is not your first Android device) you have probably noticed that now some apps request your permission to perform some actions, e.g. to access your SMS. Previously you just downloaded the apps and no more requests were made from the device during runtime. Do you prefer the new permission model (runtime permission requests) or the old model?
   
   Offered answers: a) I prefer the new runtime permission model, b) I prefer the old model, c) I don’t have any specific preference.

For the second phase of data collection, the application generated a notification message after a period of one month. Participants who did not uninstall the application after the completion of the first phase, received a notification on their devices (and wearables) to participate again to the survey (as seen at figure 1d). Hence, there was a chance for participants to upload permission data again, following the same procedure they used at the first phase of data collection, i.e. by clicking a button. Therefore, we could use the second set of data to compare them with the first set. After the second set of data was delivered to our server, the users were gracefully advised to uninstall the application.

Interestingly, taking into account data provided by the Google Play Console (and considering also a few pilot trials we ran on various devices prior the release of our application), 15 devices (out of 61 that downloaded our application) appeared to have our application installed four months after we released it for the first time to the Google Play store. This means that approximately 24.6% of the users did not uninstall the application, despite the fact that they were prompted to do so.

2.2. Permission Data Acquisition

This section presents our methodology to acquire permission data from devices. Our intention was to correlate the data in order to provide permission information in a similar fashion with the original system. For example, figure [E] shows permission
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for the application ‘Messenger’. Information for granted permissions for each application on Android devices can be obtained using the Settings application as follows: Settings → Apps → (application) → Permissions. Using the Settings application, users can grant, deny or revoke permissions to the following groups: Calendar, Camera, Contacts, Location, Microphone, Phone, Sensors, SMS, Storage.

Using the flag GET_PERMISSIONS when calling the getPackageManager method of the PackageManager, we can get information about the status of each permission for every application (requestedPermissions and requestedPermissionsFlags). Note that “Permissions Snapshots” did not gather information about system’s applications. After experimenting with these settings during a pilot study conducted prior to the official release of the application, we concluded that for each requested permission, the system returns public arrays of Strings and ints denoting the current permission settings on the device. In our log files we denoted a granted permission with 3 and a denied permission with 1.

According to the Android Developers’ documentation[4], the first time an application requests to access sensitive resources (such as the SMS list on the device, using for example the permission READ_SMS), it displays to the users a dialogue message in order to get explicitly their permission to do so. However, if users allowed at the past access to a sensitive group (e.g. accepted READ_SMS from the SMS group), then when the application requests a different permission from this group (e.g. SEND_SMS), the system will immediately grant it.

For our analysis we considered these characteristics to reconstruct the permission settings for each application (and each permission group). For example, if for the package org.telegram.messenger (the ‘Telegram’ application) the PackageManager returned “android.permission.READ_CONTACTS, 1” and “android.permission.WRITE_CONTACTS, 3”, this means that the application was granted permission to access the ‘Contacts’ group. Thus, after a user had chosen to see the permission settings of this application from the Settings app on the device, she would see that the Contacts switch would be turned to the ‘On’ position (as figure 1e shows).

We treat different versions of the same application uniformly, because we did not expect to see massive changes among various versions, given that data collection was done in a short period of time.

3. Results

The study was publicized at university mailing lists, social media and forums for a short period of time (June - August 2016). We stopped collecting data after the end of August 2016 and we finally received responses from 52 participants. It should be noted that no compensation or prizes were offered at this campaign. Our respondents contributed to this study as volunteers. In addition, during the specific period, the Android Developers Dashboards[7] reported that only 10% of the Android users that visited Google Play had installed the Marshmallow version on their devices. Therefore, finding volunteers for this study was extremely difficult at the given period. Having that in mind we followed a lightweight approach in data collection and decided to apply the snapshots model instead of constantly monitoring users’ devices. We believe that this approach would not discourage participants to provide anonymous data. In addition, we expected that our study would probably attract more tech-savvy users, given that new Android versions’ adoption is usually slow and Nexus phone users are getting software updates faster than others.

Three users from our sample provided the predefined answers of the questionnaire, hence their demographic data and responses were excluded from the presented results. However, their device data were included in the analysis, because they could not be manipulated or falsified from these users; these are device-dependent data. Also, two participants stated that they were below 18 years old; therefore, we excluded their data and their responses from our dataset and did not take them into account in the analysis. The minimum age for an Android user to participate to our study was set to be the age of 18. Additionally, a particular file contained permission data, but no demographic or responses. However, these permission data were included in the analysis. Finally, one file (derived from device No 24) contained only permission data of our application and the responses to the
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six questions. We included these responses to the demographic data too.

3.1. Demographics and Questionnaire

In total, 46 responses to the six questions were included to the analysis. 85% of the participants were male and 15% were female. More than half of the users were between 18 to 30 years of age (52%), 37% were 31 to 46 years old, 9% were between 47 and 65 years old and 2% were above 66 years old. The majority of the respondents were residents of Europe (74%); the rest were from America-Canada (17%) and 9% of the respondents claimed they were from Asia.

Regarding the responses at the first question, 52% of the participants had been using the Android Marshmallow version for 0 - 6 months. 30% of the participants had been using the OS for 7 - 12 months and 11% claimed they had been using the system for more than a year. The latter response may seem inaccurate because Marshmallow was released during the last quarter of 2015. However, this finding might indicate that a few respondents were mobile software developers who were using the Developer Previews of the system; these were released earlier, during summer 2015. This explanation is reasonable if we take into consideration that the application was also advertised to Google+ Communities related to Android. The rest of the participants (7%) clicked the “I Don’t Know” option.

Considering the second question, 89% of the participants replied that they had noticed the change at the permission model. 7% said they did not notice any difference and 4% chose the “I Don’t Know” answer. This finding shows that the majority of the participants were familiar with the change at the permission model.

The consequent questions were related to the security and usability of the new permission model. At the third question, 65% of the respondents replied positively; they thought that the users could effectively control the personal data they share under the run-time permission model. 17% replied negatively and 17% said “I Don’t Know”. The responses at question 4 demonstrated that the participants of our study were familiar with the new capabilities the Settings app provide. 78% chose the “I Agree” response, 7% clicked on “I Disagree” and 15% said “I Don’t Know”. Considering the usability of the model and the security fatigue that might cause, the responses at the fifth question showed that Marshmallow users were not overwhelmed by security dialogue messages produced by the system. 89% of the participants replied “I Disagree” and only 11% clicked on the “I Agree” choice.

At the final question the participants were asked if they prefer the run-time permission model or the old one. 78% of them stated they prefer the run-time permission model and 9% said they prefer the previous model. Additionally, 13% clicked the “I don’t have any specific preference” option. The answers to the last question indicate that users reacted positively to the changes, confirming previous results [18].

To conclude this section, the answers of the majority of users in our sample suggest that they think they can control the data they share more efficiently under the run-time permissions model. Also the participants in our study were not frustrated by the dialogue messages the system issues and, finally, they preferred the run-time permissions model, compared to the previous one.

3.2. Data Analysis

As discussed previously, we received permission data from 52 devices but we finally analyzed data derived from 49 devices. Recall that one device returned permission data only from our application and 2 participants declared they were younger than 18 years old; thus, these permission data were excluded from analysis. The following information is provided to describe our dataset in details.

3.2.1. Installed Applications

The average number of installed applications per device was approximately 71 and the standard deviation was 52.69. The maximum number of applica-
Table 1: Most Popular Applications in the Dataset.

<table>
<thead>
<tr>
<th>Applications - Packages</th>
<th>Installations</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td>com.facebook.orca</td>
<td>37</td>
<td>75.5</td>
</tr>
<tr>
<td>com.whatsapp</td>
<td>32</td>
<td>65.3</td>
</tr>
<tr>
<td>com.twitter.android</td>
<td>31</td>
<td>63.3</td>
</tr>
<tr>
<td>com.google.android.apps.translate</td>
<td>23</td>
<td>46.9</td>
</tr>
<tr>
<td>com.facebook.katana</td>
<td>22</td>
<td>44.9</td>
</tr>
<tr>
<td>com.spotify.music</td>
<td>22</td>
<td>44.9</td>
</tr>
<tr>
<td>com.skype.raider</td>
<td>20</td>
<td>40.8</td>
</tr>
<tr>
<td>com.ubercab</td>
<td>20</td>
<td>40.8</td>
</tr>
</tbody>
</table>

The number of unique applications that were seen in the collected dataset was 1,983 applications. Figure 2 shows the number of installed applications per device (first boxplot). The most popular applications among the participants of our study can be seen at Table 1.

3.2.2. Declared and Dangerous Permissions

Android applications contain declared permissions in the AndroidManifest.xml file. This information is available to the PackageManager during run-time. Using the methodology described in Section 2.2 we gathered the declared permissions for each application in our dataset. The average number of permissions declared in the AndroidManifest.xml file of each application was approximately 12.39 (with standard deviation = 10.94). The average number of dangerous permissions per application was approximately 3.85 (with standard deviation = 3.21). Distributions of these data are provided in figure 2.

The aforementioned numbers indicate that (on average) 31% of the declared permissions in the AndroidManifest.xml file of each application belonged to dangerous permissions groups. The application com.baidu.appsearch declared 118 permissions in its manifest file and 19 of them belonged to dangerous groups. Moreover, the application ‘Signal Private Messenger’ (org.thoughtcrime.securesms) declared 20 permissions that belonged to dangerous permissions groups. These applications presented the highest number of declared and dangerous permissions in our dataset, respectively. Table 2 shows applications that declared the highest number of permissions and Table 3 those with the highest number of dangerous permissions in our dataset. Note that some applications can be seen more than once, having different number of declared or dangerous permissions, because the dataset contained different versions of them.

3.3. Permission Groups

We mentioned previously (in Section 2.2) that we grouped the declared permissions to simulate the user interface of the Settings app when it shows the granted permissions per application (Figure 1e). According to the Android Developers documentation[8], there exist 9 groups of dangerous permissions at API level 23 and above (up to API 27 as of January 2018): Calendar, Camera, Contacts, Location, Microphone, Phone, Sensors, SMS, Storage.

3.3.1. Dangerous Permissions Requests per Device

First, we estimated how many applications on average request access to dangerous permissions groups per device. Hence, we measured the appearance of dangerous permissions in the manifest file of each application per device. In this step we did not consider if the particular groups were granted access permission by the user. We demonstrate the results

---

Table 2: Applications that Declared Highest Number of Permissions.

<table>
<thead>
<tr>
<th>Applications - Packages</th>
<th>Permissions</th>
</tr>
</thead>
<tbody>
<tr>
<td>com.baidu.appsearch</td>
<td>118</td>
</tr>
<tr>
<td>com.qihoo.appstore</td>
<td>94</td>
</tr>
<tr>
<td>com.sec.android.easyMover</td>
<td>84</td>
</tr>
<tr>
<td>com.sec.android.easyMover</td>
<td>82</td>
</tr>
<tr>
<td>com.wandoujia.phoenix2</td>
<td>80</td>
</tr>
<tr>
<td>com.kingroot.kinguser</td>
<td>80</td>
</tr>
<tr>
<td>com.lenovo.magicplus</td>
<td>79</td>
</tr>
<tr>
<td>com.boyng.store</td>
<td>75</td>
</tr>
</tbody>
</table>

Table 3: Applications that Declared Highest Number of Dangerous Permissions.

<table>
<thead>
<tr>
<th>Applications - Packages</th>
<th>Permissions</th>
</tr>
</thead>
<tbody>
<tr>
<td>org.thoughtcrime.securesms</td>
<td>57</td>
</tr>
<tr>
<td>net.dinglisch.android.taskerm</td>
<td>51</td>
</tr>
<tr>
<td>com.baidu.appsearch</td>
<td>118</td>
</tr>
<tr>
<td>com.qihoo.appstore</td>
<td>94</td>
</tr>
<tr>
<td>com.kms.free</td>
<td>49</td>
</tr>
<tr>
<td>com.lenovo.magicplus</td>
<td>79</td>
</tr>
<tr>
<td>com.lenovo.leos.cloud.sync</td>
<td>53</td>
</tr>
<tr>
<td>com.sec.chaton</td>
<td>58</td>
</tr>
</tbody>
</table>

---

Table 4: Average Use of Dangerous Permission Groups.

<table>
<thead>
<tr>
<th>Permission Groups</th>
<th>Average Use (%)</th>
<th>S.D.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Calendar</td>
<td>7.34</td>
<td>5.16</td>
</tr>
<tr>
<td>Camera</td>
<td>30.46</td>
<td>9.36</td>
</tr>
<tr>
<td>Contacts</td>
<td>58.02</td>
<td>12.78</td>
</tr>
<tr>
<td>Location</td>
<td>49.67</td>
<td>12.20</td>
</tr>
<tr>
<td>Microphone</td>
<td>21.63</td>
<td>9.37</td>
</tr>
<tr>
<td>Phone</td>
<td>40.56</td>
<td>10.56</td>
</tr>
<tr>
<td>Sensors</td>
<td>0.93</td>
<td>1.19</td>
</tr>
<tr>
<td>SMS</td>
<td>16.51</td>
<td>9.23</td>
</tr>
<tr>
<td>Storage</td>
<td>76.64</td>
<td>7.18</td>
</tr>
</tbody>
</table>

at Figure 3, which presents the average dangerous permissions requests per device (concatenated as dangerous permissions groups). Figure 3 shows that the Camera, Contacts, Location, Phone and Storage groups were the most requested dangerous groups per device.

In addition, Table 4 presents more generic information, showcasing the average use of dangerous permissions (gathered as groups) and their standard deviations in our dataset. We can see that indeed requests to access the device’s storage were made by almost 77% of the applications in our dataset. Other popular resources for applications were the Contact list and the Location; access to these resources were requested by the half of the applications in our dataset.

3.3.2. Permission Groups’ Accessibility

Figure 4 provides a rough representation of the permission groups’ accessibility. This figure demonstrates the percentage of permission groups that appeared to be accessible from the installed applications per device. The methodology described at Section 2.2 was used to estimate these percentages. As figure 4 shows, users tend to have a stable behavior (considering their security preferences) when dealing with different applications on the same device. For example, more than 80% of the applications on device No 34 could access the distinct permission groups.

However, this indication (that users seem to have a stable behavior when granting access to resources on their devices to various applications) might be skewed by the fact that there existed numerous applications per device that were probably not designed to adhere to the new permission model. Thus, during the transitional period our experiments took place, applications like ‘Snapchat’ appeared to have access to all dangerous resources, in order to maintain backward compatibility. Such applications can be easily identified if the user tries to revoke access to resources via the Settings app; the system will issue the following message, which is rather preventive in our opinion: “This app was designed for an older version of Android. Denying permission may cause it to no longer function as intended”.

Despite that figure 4 provides probably a noisy representation of the accessibility to sensitive resources, it forms an early estimation that users tend to persistently grant access to specific resources and deny it to others. In the next sections we will study closely users’ privacy preferences for popular applications.
Table 5: Installations of Social Media Applications in our Sample.

<table>
<thead>
<tr>
<th>Applications - Packages</th>
<th>Installations</th>
<th>appr. %</th>
</tr>
</thead>
<tbody>
<tr>
<td>com.facebook.orca</td>
<td>37</td>
<td>76</td>
</tr>
<tr>
<td>com.whatsapp</td>
<td>32</td>
<td>65</td>
</tr>
<tr>
<td>com.twitter.android</td>
<td>31</td>
<td>63</td>
</tr>
<tr>
<td>com.facebook.katana</td>
<td>22</td>
<td>45</td>
</tr>
<tr>
<td>com.skype.raider</td>
<td>20</td>
<td>41</td>
</tr>
<tr>
<td>com.instagram.android</td>
<td>14</td>
<td>29</td>
</tr>
<tr>
<td>com.linkedin.android</td>
<td>13</td>
<td>27</td>
</tr>
<tr>
<td>org.telegram.messenger</td>
<td>7</td>
<td>14</td>
</tr>
</tbody>
</table>

Table 6: Percentage of Devices with Fine-tuned Permission Settings for Applications in the $S$ set.

<table>
<thead>
<tr>
<th>Applications</th>
<th>All On (%)</th>
<th>All Off (%)</th>
<th>F-Gr (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Messenger</td>
<td>24</td>
<td>22</td>
<td>54</td>
</tr>
<tr>
<td>WhatsApp</td>
<td>44</td>
<td>0</td>
<td>56</td>
</tr>
<tr>
<td>Twitter</td>
<td>23</td>
<td>19</td>
<td>58</td>
</tr>
<tr>
<td>Facebook</td>
<td>23</td>
<td>9</td>
<td>68</td>
</tr>
<tr>
<td>Skype</td>
<td>35</td>
<td>15</td>
<td>50</td>
</tr>
<tr>
<td>Instagram</td>
<td>7</td>
<td>29</td>
<td>64</td>
</tr>
<tr>
<td>LinkedIn</td>
<td>38</td>
<td>15</td>
<td>46</td>
</tr>
<tr>
<td>Telegram</td>
<td>0</td>
<td>14</td>
<td>86</td>
</tr>
</tbody>
</table>

3.4. Fine-grained Permissions on Social Media and Communication Applications

This Section presents users’ security preferences, considering fine-grained permission settings for popular social media applications. We focused on social media and messaging applications because they were installed by numerous participants. Other application categories (such as business or travel) are not studied here because we did not have adequate data from enough users that would allow us to make safe conclusions.

3.4.1. Users with Fine-Grained Permission Settings

Table 5 showed the most popular applications in the dataset. Note that most of them are social media and messaging applications. Thus, we focused our study on eight applications and instant messengers: (Facebook) Messenger (*orca*), Facebook (*katana*), Whatsapp, Twitter, Skype, Instagram, Linkedin and Telegram. We will refer to this set of applications as the ‘social’ set $S$. Despite Telegram was not among the most installed applications, it was added in this section because it is known for its ‘end-to-end’ encryption capabilities. Hence, it would be interesting to see users’ preferences for this application. Table 5 shows the popularity of the aforementioned applications in our sample (percentage of installations). Facebook Messenger appeared to be more popular than the Facebook application itself, indicating that there exists a considerable number of users that prefer to use only the Messenger application.

Table 5 shows the percentage of devices on which permissions from $S$ were allowed (All On) or “denied” (All Off) access to all permission groups, or appeared to have fine-grained settings, respectively (F-Gr). We should note here that in the “denied” category we also included permissions that were never invoked by the apps. According to this table, on average, approximately 60% of devices did not allow access to at least one sensitive resource. However, given that we did not store applications’ usage statistics, we cannot assume that access to this resource was requested and eventually was denied by the user. Note that the last row on table 6 shows that no participant granted all permissions to the Telegram application. This finding makes sense considering that Telegram’s target group is privacy aware users, which are probably more selective or cautious when dealing with permission settings.

3.4.2. Analysis Based on the F-Gr User Group

To avoid misleading conclusions arising from the possibility that participants might not have used a specific application from the social set $S$, we only considered (in this and the following section) participants with fine-grained permission settings. Indeed, this assumption might exclude permission data from users who denied access to all resources when they ran the specific applications or they did not ever use the app. However, we believe that the F-Gr user group will give us a better understanding on how users, who care about permissions, act. Figure 5 shows how our participants tuned their permission settings for the Facebook Messenger, WhatsApp and Uber applications respectively. Green color indicates that permission was granted to the dangerous group and red color indicates that permission was denied or revoked by the user to the dangerous group. Ochre cells indicate that permissions for the specific group were not found on the device. For example, user No 3 had probably installed an older version of the Uber application, which did not include the use of the device’s microphone (figure 5). Results are not affected by the fact that we do not differentiate between older versions of the same application be-
Figure 5: Permission Settings of Users in the F-Gr Group for Various Applications. Green Color Indicates the Resource was Accessible, Red Color Indicates the Opposite. Ochre Color Shows that the Group was not Declared on this Device.
because these versions were eventually excluded from the F-Gr group (with 2 exceptions, shown in Figures 5c, 5f).

Figure 5 indicates that there exist similarities at users’ settings if we observe each subfigure vertically. For example, the majority of Facebook Messenger’s users did not provide access to Phone, SMS and Location (94.74%, 89.48% and 73.69%, respectively). On the other hand, Storage, Microphone and Camera were granted access by a large number of participants (84.21%, 84.21% and 73.69%, respectively).

Similarly, Figures 5d and 5e demonstrate users’ settings for Facebook and Twitter. Figure 5d showcases that Facebook users did not allow access to Calendar, SMS, Microphone or Phone (93.33%, 93.33%, 80% and 80%, respectively). On the contrary, Facebook had access to the Storage and Location groups in 93.33% and 60% of the devices, respectively. Analogous numbers can be identified among Twitter users. Storage and Location were accessible in 73.33% and 80% of the devices, but in general users seem to be more rigorous regarding giving access to other dangerous permission groups. Note that we do not suggest here that the same user grants or denies the same permissions on Facebook and Twitter.

WhatsApp users in our sample did not allow access to Location and Phone groups (77.78% and 94.44%) but they were more keen to allow access to the SMS group, compared to Messenger users (66.67% and 10.52%). All Uber users allowed access to the Location group (100%) and the majority of applications (except Uber) present high accessibility of the Storage group (84.21%, 100%, 38.89%, 93.33%, 73.33% and 90%, respectively). This is an indication that most applications require access to the device’s storage in order to provide their basic functionality; hence, users allow them to access this group. Given that users are keener to permit this request entails security risks, because malicious applications may request access to the Storage group in the right context and then misuse it.

Users’ preferences may be also linked with their level of trust to the specific application or they may only indicate how users interact with these applications. For example, the fact that the Camera group is in general marked red in both applications might denote that the majority of our participants did not primarily use Facebook or Twitter to take pictures. Thus, the demonstrated accessibility in Figure 5 could possibly be linked with the level of functionality of each application and also with the level of trust the users show to them. Further research work should be done to investigate this question. However, visual schemes like those presented in Figure 5 can be read both vertically and horizontally and provide insights about the use of applications under the run-time model. A vertical view demonstrates how the majority of users tuned their permission settings for each application. A horizontal view shows individual users’ preferences. For example, user No 17 seems to have similar behavior when using Messenger and WhatsApp because Phone, Location and SMS groups are marked with red color in both cases. Common permission settings across a number of different applications from the same category can eventually create users’ privacy profiles.

3.4.3. A Generic Comparison for Granted Permissions per Application

Figure 6 presents in a concise graph the percentage of users that granted permissions to dangerous groups per application. As previously stated, we only consider participants from the F-Gr group, as seen at Table 6. Figure 6 shows for example that all users allowed the LinkedIn application to access their Contact List (100%). However, applications like Messenger and Facebook demonstrate lower rates of accessibility to this permission group (47% and 33%, respectively). Also, users of messaging applications like Messenger, WhatsApp, Skype and Telegram seem to be more keen to grant access to the Microphone permission group. At the same time, Facebook, Twitter, Uber and Instagram present high numbers of accessibility to Location services.

We can also extract additional common characteristics from figure 5 regarding users’ preferences and permission settings. For instance, if we focus on the Storage group we can see that most of the users allow the applications (of our social set $S$) to access the storage of their devices. However, users’ preferences indicate that they are more reluctant to grant storage access to applications like Uber. This finding is probably linked with the functionality of each application and the reasons we use them. Another generic observation can be made for the SMS group. We derive that users are hesitant to allow applications to access their SMS list with the exception of WhatsApp and Telegram. A possible explanation for this result is that both applications provide end-to-end encryption, providing higher levels of trust.
to their users. In general, these two applications present high levels of accessibility (70% and above) in almost all dangerous groups. Furthermore, one could note that WhatsApp and Telegram’s Location accessibility is not high (approximately 20%). The gathered data are not sufficient to allow us to explain why this occurred. However, the answer to this phenomenon might be hidden in the interplay of trust and functionality. Trust in this context is not only linked with the use of encryption; trust can be also derived from the developer of the app.

3.5. Users’ Behavioral Consistency

In this section we study if users present a consistent behavior when they are using different applications on their devices. In other words, we examine if the same participant follows the same behavioral patterns when using the fine-grained permission system on a variety of applications on the same device. In order to do that, we identified the users in our sample who had installed at least 3 of the applications listed at Table 5 on their devices. Note that LinkedIn and Telegram applications were excluded from the analysis for this section, because the former application declares access to only 3 dangerous groups and the latter was installed only on 7 devices. Thus, we are particularly interested in permission-aggressive applications in this context. We will refer to this set of applications as the ‘popular’ set $P$. As the goal of this section is to highlight consistent behaviors regarding permission settings preferences, we did not take into consideration the Calendar permissions group, because it is declared only on Facebook. Hence, we evaluate similarities to the way users grant or deny access to specific resources considering at least 3 popular social media applications installed on the same device.

3.5.1. Behavioral Similarity

We define the term ‘behavioral similarity’ to assess common characteristics of user’s behavior related to the permission settings on their devices. Behavioral similarity or behavioral consistency is defined here as the quality of preserving similar user behavior when various applications (at least 3) request access to a specific permission group. For example, if the user has granted (or denied) access to the Microphone group to at least 60% of social media applications (installed on the same device), then this is considered in this work to indicate behavioral consistency.

Figure 7 demonstrates the behavioral consistency of 33 users in our sample. Here we did not exclude users from the ‘All On’ and ‘All Off’ groups, in order to provide a more generic view. The inclusion of these users will probably result in very high values of consistency in rare occasions where all considered applications belong to the ‘All On’ group. Given that we did not store information that would reveal if installed applications were compiled to abide the new model, we included these users in the analysis. In general, users had installed at least 3 applications from the popular applications set, as discussed previously. The goal of our analysis here is to evaluate if a user who denies (or grants) access to a specific dangerous group for one application, maintains the same behavior, when asked to provide access to the particular dangerous group by another application.
The calculation of a user’s behavioral consistency was performed as follows. Considering the number of applications (from the popular set $\mathcal{P}$) found on a single device, we highlighted which of them were granted or denied access to each permission group. For example, user No 5 had installed 5 applications from the popular set. Access to Camera, Contacts and Microphone was denied to 4 applications among them (80%). On the contrary, access to Storage was granted to 4 applications (80%) and access to Location was granted to 3 applications (60%), as figure 7 shows. We consider as consistent behaviour either the persistent denial or the persistent permittance to a specific resource. Another example is User No 3, who only presented similarities at the Contacts, Location and Storage groups settings (83.3%, 66.67%, 66.67%, respectively). Again, given the lack of usage statistics, we cannot decide if a group was asked to be given access; these permissions are included in the “denied” category.

Figure 8 complements figure 7 and shows the persistence per user in denying or allowing access to resources when prompted by applications of set $\mathcal{P}$. Ochre cells indicate that the user did not present consistent behavior for the specific dangerous group or the applications did not request access to these resources. Figure 8 can be utilized to extract user profiles according to their privacy and security settings. For example, users such as No 13, 34, 35 seem to have similar behaviors when granting access to social media applications. As future work, we aim to identify such privacy profiles.

Finally, we estimated the average values of behavioral consistency per user and the results can be seen at Figure 9. The overall average behavior consistency in our sample is 83.26% and the standard deviation is 10.05. Without a doubt, behavioural consistency seems to be high in our dataset. This probably occurs because the set $\mathcal{P}$ consists of a small number of popular applications, basically from the social media and messaging category. Thus, the elements of similarity in functionality and trustfulness are present in this set. Further work should be done in the future to examine if behavioral consistency is maintained when we compare applications from different categories and if these high numbers of consistency remain the same when we are dealing with larger groups of users.

To conclude, this section presented our analysis on 33 participants, which indicates that users of popular social media in our sample demonstrated consistency, allowing or denying access in a uni-
Table 7: Percentage of Users that Selectively granted permissions to Applications

<table>
<thead>
<tr>
<th>Participant</th>
<th>No2</th>
<th>No4</th>
<th>No5</th>
<th>No8</th>
<th>No13</th>
<th>No25</th>
<th>No26</th>
<th>No27</th>
<th>No32</th>
<th>No35</th>
<th>No40</th>
<th>No46</th>
</tr>
</thead>
<tbody>
<tr>
<td>INSTALLED APPS (1ST PHASE)</td>
<td>64</td>
<td>27</td>
<td>27</td>
<td>38</td>
<td>96</td>
<td>96</td>
<td>96</td>
<td>96</td>
<td>96</td>
<td>96</td>
<td>96</td>
<td>96</td>
</tr>
<tr>
<td>NEW APPS ADDED</td>
<td>3</td>
<td>8</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>APPS REMOVED</td>
<td>1</td>
<td>4</td>
<td>15</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>INSTALLED APPS (2ND PHASE)</td>
<td>37</td>
<td>37</td>
<td>16</td>
<td>8</td>
<td>6</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
</tbody>
</table>

Table 8: Details of Revised Permission Settings per User.

<table>
<thead>
<tr>
<th>Participants</th>
<th>No4</th>
<th>No5</th>
<th>No13</th>
<th>No35</th>
<th>No40</th>
<th>No46</th>
</tr>
</thead>
<tbody>
<tr>
<td>Application 1</td>
<td>Reddit</td>
<td>Google Docs</td>
<td>YouTube</td>
<td>Google Translate</td>
<td>OfficeSuite+PDF Editor</td>
<td>Uber</td>
</tr>
<tr>
<td></td>
<td>Storage ON</td>
<td>Storage ON</td>
<td>Camera ON</td>
<td>Camera ON</td>
<td>Storage ON</td>
<td>Microphone ON</td>
</tr>
<tr>
<td>Application 2</td>
<td>Google+</td>
<td>Root Explorer</td>
<td>Contacts OFF</td>
<td>Google Keep</td>
<td>Firefox</td>
<td>Acrobat Reader</td>
</tr>
<tr>
<td></td>
<td>Storage ON</td>
<td>Contacts OFF</td>
<td></td>
<td>Contacts ON</td>
<td>Storage ON</td>
<td>Camera OFF</td>
</tr>
<tr>
<td>Application 3</td>
<td>Shazam</td>
<td>Instagram</td>
<td>Contacts ON</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Location ON</td>
<td>Microphone ON</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Application 4</td>
<td>Facebook</td>
<td>Location ON</td>
<td>Contacts ON</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Location ON</td>
<td>Contacts ON</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
3.5.2. Behavioral Consistency over Time

The second phase of experiments aimed to analyze if participants’ preferences and permissions settings change after a period of time. The application we developed set an alarm to the device, which would go off one month after the application was first launched. In addition, we used the Google Cloud Messaging service to further enhance communication with the devices that still had our application installed (via push notifications).

As mentioned at Section 2.1, we indicated the changes of the permission model to the users by showing a small tutorial at the last part of the first phase. Participants were reminded that they could revoke access to sensitive resources using the Settings application. We suggested the participants to keep the application on their devices after the first phase was completed and participate again, when they see a notification on their phones (or on their Android smartwatches). The notifications were not persistent; they were designed to be erased (clicking the ‘Clear All’ option on the Notification drawer) if the user did not want to participate for a second time to our experiments. As already noted, our participants were volunteers and we did not want the application to be very pervasive and aggressive.

The participants sent their data during the second phase on a voluntary basis; just like the first phase, no compensation was provided. During the second phase, 24.49% of the participants (12 out of 49 participants that constituted the ‘first phase’ set of users) send us their permission data. Note that numerous participants uninstalled our application after the first phase, thus we did not get responses from them. We gathered our findings regarding the alterations of permission settings during the second phase at Table 7.

Table 7 shows that the respondents during the second phase installed additional applications on their devices. The average number of installed applications is approximately 80 per device. It was 74 at the first phase (rounded in both cases), if we take into account only these 12 devices. This is indeed a rough estimation, but it shows that participants installed additional applications on their phones in the one-month period between the two phases of our experiments. Hence, they were actually using their devices in this period.

The last row of Table 7 shows the percentage of installed applications having at least one altered permission setting, compared to the first phase settings. On average, we derive that (per device) only 2.26% of the installed applications presented altered permission settings. As a matter of fact, 50% of the respondents’ devices did not present any changes at their permission settings. We must stress again that at the end of the first phase, all participants saw a tutorial underlining that Marshmallow users were able to change any permission, for any application, anytime they wanted using the Settings application.

In total, 14 applications were found having altered permission settings in our dataset. Among them, user No 5 revoked access to the Contacts group for 1 application and user No 46 revoked access to the Camera for 1 application (presented in bold at Table 8). On the contrary, 14 applications presented altered permission settings providing access to the following dangerous groups: 5 applications were given access to the Storage group, 3 applications were allowed to access the Microphone and the Camera groups and 2 applications were able to access the Location and the Contacts groups. Details can be seen at Table 8. Table 8 indicates that users at the second phase of our experiments were again more keen to allow access to the Storage group. Additionally, note that only users No 5 and No 46 changed permissions to social media and communication applications from set $P$.

It would be ideal to repeat the experiments more than once in order to make conclusions that are more robust; hence, we could obtain more than one additional snapshot. A longitudinal study in this context would provide insightful details of users’ actions. However, we believe that this strategy would discourage our volunteers to participate and they would be disengaged from the beginning of the experiments. Thus, we chose to proceed with the less pervasive approach of taking one additional permission snapshot from the participants’ devices. Also, it would be interesting to have the ability to interview participants who returned a second set of permission data in order to better understand why users adjusted their apps’ privacy settings a month later or why they did not do that. However, received data were anonymous, hence we do not have this opportunity. We recognize that this is a limitation of our pilot study but future work will account for that.

As a conclusion, results presented in this section demonstrated that users’ initial permission settings...
did not radically change in the second snapshot. Half of the users from the second snapshot did not change any permission settings for the installed applications. The other users just changed a small part of the initial settings. Also, the results show that our participants are more willing to provide access to their devices’ storage, when an application initiates such a request.

3.6. ChatON Tokens

While analyzing collected permission data we made an interesting observation. Permission data derived from devices having installed the ‘ChatON’ application – i.e. devices No 2 and No 40 – included the following permission: `com.sec.spp.permission.TOKEN`. This was followed by a unique token (a 256 character hexadecimal number). We downloaded the application on a rooted Nexus 7 (2012) tablet that was running a custom ROM (Marshmallow version) and experimented with it. We used this device to send permission data and we marked the (token) number that was attached in the `com.sec.spp.permission.TOKEN` permission for the given device. Then the device was restarted and the ChatON application was re-launched. The token was the same, which means that this number is persistent. Despite that the ChatON service is no longer available\(^9\) this token can be used by third party applications (just like ‘Permissions Snapshot’ did) to identify a device, just by using the public PackageManager class. This forms an example of bad coding practice which should be avoided, because it introduces vulnerabilities related to privacy; these tokens might be used for the identification of a device.

4. Discussion

Android mobile OS introduced a significant enhancement to its access control system with the advent of the Marshmallow version. Previous work [18] showed that users would prevent permission requests from applications if they had this ability. The former generation of the Android OS did not provide this opportunity to the users. Therefore, all permission requests from an application were accepted by default, if users agreed to install it on their devices. Our work, validates the results of [15] using data derived from actual devices running Android 6.0+. In addition, the results we presented in this paper (regarding permission groups’ accessibility rates) were confirmed by another research work, which gathered data from a different group of participants [19].

The current study shows that it is possible to gain information about users’ permission settings utilizing publicly accessible classes such as the PackageManager class. This methodology allows third-party applications to acquire information about how individuals tune their privacy settings in their personal digital ecosystems. Additional data (such as firstInstallTime, lastUpdateTime, targetSdkVersion) can be acquired using the PackageManager to enrich our knowledge about installed applications. Collected information can be assembled to depict users’ privacy profiles, as Figures 5 and 9 demonstrated. Therefore, this work demonstrated that under the run-time permission model it is possible to create anonymous user profiles. These profiles could be used by online vendors to further personalize their digital application stores. In addition, personal privacy profiles can be used by artificial intelligence agents, which are embedded in the most modern mobile operating systems, in order to optimize recommendations to individual users.

The results of our pilot study initiate a discussion about how effective the new model is in providing additional security to the user. We have seen that most applications request access to device’s storage and the majority of users allow them to access it. However, we have noticed that, on average, 60% of the participants used fine-grained settings on their devices, which is a positive step towards security and privacy enhancement. On the other hand, data derived from a small set of 12 participants who submitted permission data for a second time, showed that only one permission was revoked on participants’ No 5 and No 46 devices, respectively. This finding complements and validates recent work which examines the lack of continuance of secure behavior from users [20].

4.1. Limitations

Although we attracted a considerable number of participants for this pilot study, we did not make extensive use of all collected data. This happened because we did not get detailed information about how often an application is used on the specific device, or if it was actually launched at least once be-

fore data collection occurred. Therefore, we included at the second part of our analysis only participants who had used fine-grained settings for their applications, excluding others that might continuously prevent applications to access sensitive resources. Thus, we could not reliably identify if there exist users that consistently deny access to specific applications. However, in future work we will account for this problem, engaging respondents to provide usage statistics. This will be achieved by recruiting participants from crowd sourcing platforms, such as Amazon Mechanical Turk or Microworkers. The current work can be considered as a pilot study on real users’ devices that initiates a discussion about how Android users adjusted to the fine-grained access control paradigm.

Additionally, although we distributed ‘Permissions Snapshot’ via Google Play, our study was conducted during a period when the majority of Android users owned devices that were running older versions of the OS. Therefore, the participants of this study were mainly males and probably most of them were tech savvy individuals, owning Google Nexus smartphones and tablets. Unsurprisingly, our sample included users having super user privileges on their devices. However, we also received data from participants with different profiles (e.g., older people or users with limited number of installed applications), hence the behavioral patterns demonstrated in this paper should not be linked with specific groups of people.

Moreover, we should acknowledge the fact that when it comes to questions related to privacy enhancement, most of the users would probably agree that they prefer more privacy. Thus, the reader should take into account that users often lean towards utility than privacy [12] and should be careful when making extrapolations from the results. Furthermore, the work in the future will include a larger and more diverse sample of users, given that the runtime permission model is currently utilized in 3 Android versions (Marshmallow, Nougat, Oreo). We also plan to assess users’ privacy and security profiles using frameworks like [21].

5. Related Work

Previous work highlighted privacy- and security-related concerns associated with Android’s installation-time application permission system, such as the proliferation of over-privileged applications [22]. In a recent study, Pearce et al. [23] showed that approximately 49% of the Android applications at the Android Market were over-privileged because of the use of advertising libraries. Moreover, the authors indicate that such pervasive over-privileging constitutes a threat to users’ privacy.

Prior work that studies user-defined privacy and security controls on mobile devices showed that users (on average) have to make over a hundred permission decisions per device [7]. In addition, researchers demonstrated that users are often unaware of the number (or the context) of permissions they granted to applications at the past [24]. Jeon et al. [25] proposed a framework to address security issues that arise from the (old) coarse-grained permission model. They used a taxonomy of four main Android permissions groups and developed a fine-grained permission model to increase the security of existing apps without affecting functionality and without requiring platform modifications.

A recent paper by Wijesekera et al. [18] showed that during a study, at least 80% of the participants indicated that they would prevent at least one permission request of their experimental application if they were aware of its purpose and functionality. The participants also stated that they would block over a third of permission requests if they had this choice. However, other studies highlighted that most of the users do not pay attention to system messages related to permission requests [26]. Additionally, researchers demonstrated that users were often surprised by the ability of applications to collect personal data in the background and share data with third parties [27]. Advertising libraries for example have been consistently examined for data exposure and leakages; a recent study revealed a trend in advertising networks to become more aggressive in collecting reachable user data [28].

In the previous years, a number of security extension mechanisms have been proposed to overcome privacy constrains of the previous permission model [29]. Some approaches add access control processes to provide the user the ability to choose permissions and reduce run-time constrains for each application [30]. Other methodologies introduce fine-grained access controls for Android applications aiming to enforce control over the assignment of permissions through explicit policies [31]. Moreover, FlaskDroid [29] extended the latter framework to provide a flexible, fine-grained access control mechanism for diverse security policies. Furthermore, TaintDroid [32] was designed to track tainted
data from essential sources on Android and detect unauthorized data leakage.

In order to protect mobile devices from unlimited data sharing, several systems have been proposed. Some approaches focus on location services [25], offering its users the ability to adjust location accuracy when using location-based applications. At the same time, on-device or service-based obfuscation techniques have been advised as a methodology to maintain users’ privacy [34]. Such schemes according to [35], that utilize abstract location descriptions, may cause location sharing to increase. Beresford et al. [36] presented their system, named MockDroid, which essentially feeds ‘empty’ resources or ‘fake’ information to apps that require access to sensitive data [25]. Another data protection mechanism that relies on obfuscation is AppFence [37]; this system substitutes shadow data in place of data that the user wants to keep private.

In addition, there exist methods based on crowdsourcing, which aim to utilize contributors’ protection decisions in order to provide application specific privacy recommendations for iOS devices [38]. Fine-grained permissions were indeed first introduced earlier on another platform (iOS 6). However, our current work assesses for the first time security settings of users based on data derived from their own devices, which were not modified for the needs of this study. In this work we assume that participants do not share their devices with other people and we intent to highlight behavioral patterns related with their perceptions of security. In this paper we presented preliminary results based on a small set of users. However, we believe that the approach we used in tandem with an improved version of the survey app, which collects more contextual information (following principles presented in other research works [8]), is promising and will assist us to identify privacy preferences of Android users.

6. Conclusions

To conclude, in this paper we discussed the results of our pilot study that investigates Android users’ security and privacy settings and preferences under the run-time permission model. The responses from our participants indicate that these users maintain a positive view about this change. Most of them claimed they prefer the new system and they believe that now they can control easily the sensitive data they share. We also demonstrated that, in general, one third of the requested permissions in our sample belonged to dangerous permission groups. Additionally, we showed that Storage, Contacts, Location, Phone and Camera were the most requested dangerous permissions groups from the installed applications in the participants’ devices. Furthermore, considering the accessibility of particular applications to resources, we highlighted the persistence of users to allow access to groups that are directly related to their main functionality (e.g. Camera for Instagram or Contacts for LinkedIn). Moreover, we showed that (in general) users’ behavior is consistent regarding the resources they allow to social media applications to access. However, additional research work needs to be done to assess users’ trust to specific applications. Finally, after collecting permission data from the same sample of participants after a period of one month, we found out that 50% of the respondents had not changed any permission settings on their devices. This might occurred either because they did not request additional functionality from the apps, or because they did not use the apps during the one month period. Furthermore, only 2.26% of the installed applications (on average) presented different permission settings. Hence, we conclude that although Android (starting from version 6.0+) provides the ability to its users to control more efficiently resources used by applications, our participants did not utilize this functionality widely. In the future we will address the limitations of this pilot study by capturing usage data to stress the context within the users’ decisions are made.
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